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ABSTRACT

Turkey is a favourable country for sugar beet production due to its climate and soil
composition, and it holds a significant position among the countries producing sugar beet.
Therefore, in this study, an Autoregressive Integrated Moving Average (ARIMA) was
used to project the sugar beet production values for Turkey over the next ten years. The
most effective model structure [ARIMA (2, 1, 3)] was created for this purpose using data
from 1925 to 2020. The years 2019 and 2020 were utilized as the model’s validation years.
When the observed and expected sugar beet production values are compared, the data
indicates that the predicted values are slightly lower than the actual ones. The results also
show that by 2030, sugar beet production in Turkey would reach 20.5 million tons. This
research may help policymakers plan for the storage, export, or import of sugar beets.
Also, by using these data, resource waste can be avoided.

Keywords: ARIMA, Autoregressive integrated moving average, Beta vulgaris L., Output

prediction.

INTRODUCTION

The Turkish economy greatly benefits
from the agriculture sector. Agriculture
produces goods that are both final goods and
sources of raw materials for the industrial
sector. In this framework, one of the most
significant industries is sugar beet farming.
Due to its contribution to agricultural
production, by-products, and employment, it
not only serves as the primary component of
nourishment but also plays a crucial
strategic role in agriculture-based industrial
production (Esturk, 2018).

Until the end of the 18th century, sugar was
only produced from sugar cane, but in the 19th
century, sugar beet farming and production in
Europe began as a new raw material (Senturk,
2020). In 2021, 20% of the global sugar
production was obtained from sugar beet and
80% from sugarcane (TEPGE, 2021).
Geographically, some countries, such as
Turkey, the European Union (EU), Russia, and

Ukraine, produce sugar from beets; others,
such as the United States of America (USA),
Japan, and China, produce sugar from both
beets and canes; and yet others, such as Brazil,
Mexico, Pakistan, Thailand, India, and
Australia, produce sugar from canes
(TURKSEKER, 2020).

According to the Food and Agriculture
Organization of the United Nations (FAO,
2022), in 2020, world sugar beet production
was nearly 252.9 million tons, reaching the
lowest value in the last five years. Production
of sugar beets decreased in this period by 10%.
The main reason for this drop was a more than
one million ton decline in the EU’s production
in Western Europe over the prior period
(TURKSEKER, 2020). Furthermore, the most
important producers of sugar beet were Russia
(33.9 million tons), the United States of
America (USA) (30.5 million tons), Germany
(28.6 million tons), France (26.2 million tons),
and Turkey (23 million tons) in 2020. Also,
the top three importing countries of sugar beet
in 2020 were Switzerland (277.3 thousand
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tons), China (178.1 thousand tons), and
Czechia (176.8 thousand tons), while the top
three exporting countries were Germany
(349.8 thousand tons), Slovakia (160.6
thousand tons), and Belgium (142 thousand
tons), respectively (FAO, 2022). Regarding
world sugar consumption, India ranks first
with 26.1 million tons, followed by the EU
with 16.5 million tons. Turkey is in twelfth
place in the world in terms of consumption,
with 2.7 million tons (TURKSEKER, 2020).
As seen from the production data, Turkey is
a suitable region for sugar beet cultivation due
to its climate and soil types, and it has an
important position among the countries
producing sugar from beet. All of the sugar
produced in Turkey is obtained from sugar
beet, which contains 25% more sugar than
sugarcane (Kaya, 2021). Sugar beet, which is
one of the main products in Turkey’s
agricultural production, is also important in
terms of its contribution to the agricultural
industry and its by-products and contributions
to animal husbandry. Sugar has a strategic
value as a staple food, and Turkey’s annual
sugar needs are planned to be met
proportionally with 90% beet sugar and 10%
starch-based sugar (Unsal, 2022). Proper
forecasting of such significant commercial
crops is critical in an economic system. Crop
production and crop prices are inextricably
linked. An unforeseen drop reduces farmers’
marketable surplus and income, causing prices
to rise. A surplus of production can cause a
drop in prices and harm farmers’ incomes. The
effect of the price of a vital product has an
important impact on the incomes, wages,
inflation rate, and several policies in an
economy. In the case of commercial crops
such as sugar beet, production level influences
raw material costs and market competitiveness
(Suresh and Priya, 2011). Moreover, an
accurate and timely forecast of sugar beet
yearly production will greatly aid the sugar
beet industry’s decision-making in terms of
cash flow, value chain, and other factors. As a
result, the more accurate the model is
estimated, the greater the significance and
application of the research. Therefore, sugar
beet production in Turkey is aimed at being

forecast using an Autoregressive Integrated
Moving Average (ARIMA) model in this
research.

There is a substantial body of literature on
employing ARIMA models to forecast
sugarcane productivity. Other crops, such as
cotton (Debnath et al., 2013; Kumar et al.,
2017), maize (Badmus and Ariyo, 2011;
Ramesh et al., 2014; Sharma et al., 2018),
wheat (Igbal et al., 2005; Biswas et al.,
2014; Nath et al., 2019), rice (Khan et al.,
2015; Tinni Chaudhuri et al., 2020), and
potato (Hossain and Abdulla, 2016; Celik,
2019) are also being studied. However, no
comprehensive research on sugar beet
production forecasting has been conducted,
and only one study (Sahinli, 2021) analysing
sugar beet prices for Turkey forecasting
using ARIMA could be found. Here are a
few noteworthy scientific studies focusing
on the specific products:

Vishwajith et al. (2016) sought to estimate
the area, productivity, and sugar production
of India as well as the main sugarcane-
developing provinces of India, by fitting
univariate ARIMA models. For the study,
the authors examined time series data on
sugarcane production, area, productivity,
and sugar production that were gathered
from 1950 to 2012. They demonstrated that
both sugar and sugarcane production will
expand in area, production, and yield in
India and India’s key sugarcane-producing
states.

Similarly, Harlianingtyas et al. (2020) aimed
to forecast the amount of sugarcane produced
at the Asembagus Sugar Mill over five years.
They adopted the Box-Jenkins ARIMA
method for this purpose, making comparisons
in the measurement of predicting outcomes
with the trend and exponential smoothing
methods. They used the data from 1979 to
2018, derived from secondary data from the
Asembagus factory registry outputs. The
findings of the forecast indicated that
sugarcane production was rising annually.

Mishra et al. (2021) attempted to establish
suitable forecasting models for sugarcane
production employing the ARIMA technique.
India was chosen, along with the top
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sugarcane-producing states of Andhra Pradesh,
Tamil Nadu, Maharashtra, Karnataka, and
Uttar Pradesh. Data on sugarcane production
was used from 1950 to 2015. They determined
that sugarcane production would rise in the
following years, reaching a total of 40.6468
million tons in India in 2025. Furthermore,
between 2019 and 2025, sugarcane production
in Tamil Nadu and Andhra Pradesh declines
while it increases in Uttar Pradesh,
Mabharashtra, and Karnataka.

Paswan et al. (2022) investigated the long-
term viability and stability of sugarcane
production in Bihar, India. The Box-Jenkins
ARIMA model and an artificial neural
network approach were employed to forecast
sugarcane production. The results showed an
important increase from 126.03 million tons in
2020 to 131.67 million tons in 2025.

This study’s main goal is to provide
background information to aid in the
development of national food policies. It is
also intended to shed light on the researchers
and farmers who make critical decisions
regarding sugar beet production. Therefore,
the primary objective of the research is to
identify the best model and forecast Turkish
sugar beet production for the next 10 years.
The time series data from 1925 to 2020 is
employed for sugar beet production. To
achieve the study’s ultimate purpose, data will
be analyzed using the ARIMA model. As far
as we know, no such procedure has been
reported to be used in forecasting Turkish
sugar beet production. This study differs
significantly from previous studies in the area
of sugar beet production. Furthermore, the
study may help design future large-scale
research.

MATERIALS AND METHOD

Data

The data on sugar beet production (tons)
was collected for a duration of 96 years,
from 1925 to 2020, by the Turkish Statistical
Institute (from 1925 to 1960) (TSI, 2012)
and FAO (2022) (from 1961 to 2020). The

data from 1925 to 2018 was employed to
develop the most appropriate model
structure. In order to validate the model, the
last two years (2019—2020) were used.

Descriptive statistics are helpful to identify
patterns and overarching trends in data. The
statistics present the data set in a suitable
and comprehensible manner using numerical
and graphical tools. The series was
explained using some significant statistical
variables, including mean, standard error,
minimum, maximum, etc. (see Table 1).

The annual minimum value of the sugar
beet production in Turkey is 6.5 thousand
metric tons while the maximum is 23 million
metric tons during the research period. The
overall average sugar beet production for
nearly 100 years has been 7.8 million metric
tons. The median represents the value
located in the middle of an ordered list of
values. This value is lower than the mean
and is 5.8 million metric tons. The median,
unlike the mean, is unaffected by outlier
values. Regarding the Jarque-Bera test, it is
based on the traditional skewness and
kurtosis measures. It is a “goodness of fit”
test that determines whether the sample data
has skewness and kurtosis that match the
normal distribution. The Jarque-Bera value
is 8.707, so, the null hypothesis that
residuals are normally distributed cannot be
rejected. Normality is not an essential
assumption for a linear regression like
ARIMA (Lumley et al., 2002). Therefore,
this result does not pose a problem for the
continuation of the analysis.

Table 1. Descriptive statistics of sugar beet
production in Turkey.

Summary of statistics

Mean 7,808,259
Median 5,801,595
Maximum 23,025,738
Minimum 6,484
Skewness 0.393
Kurtosis 1.752
Jarque-Bera 8.707

Note: The statistics were performed in EViews
10.
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Estimation Method

The methods used in time series analysis
are separated into two groups: multivariate
and univariate time series estimation
methods. The Box and Jenkins (1970)
estimation method is one of the techniques
used in univariate time series that makes
forward-looking estimations with statistical
methods. In the study, this estimation
method was employed to forecast sugar beet
production in Turkey. The time series must
have discrete, stationary, and evenly spaced
observation values to apply the method
(Akdag and Yigit, 2016). The three most
common linear stationary Box-Jenkins
models are Autoregressive (AR), Moving
Average (MA), and Autoregressive Moving
Average (ARMA), which combines AR and
MA models (Ataseven, 2013). The Box-
Jenkins method’s ability to employ previous
observation values as an explanatory
variable is a key benefit. Box-Jenkins
estimation techniques are an experimental
process rather than a method expressed with
a model that can be predetermined. They can
choose the best model from a variety of
options and track the suitability of the
chosen model for the examination at each
stage.

A typical notation for an ARMA model is
ARMA (p, q), where p and q stand for the
orders of autoregression and moving
average, respectively. The time series is a
linear function of actual past values and
random shocks in the ARMA model (Kiran,
2014). A stationary time series, ARMA (p,
q), is defined as in Equation (1):

Yt = 6 + 91Yt—1 + 92Yt—2 + -+
ePYt—p te Q&1+t @aE_g (D)

Where, § is a constant about the mean of
Y. Y; is the dependent variable at time t and
Yi—1, Yi—2,....Y;—p are the independent
variables at lags t-1, t-2,..., t-p, respectively.
Os are the coefficients to be estimated. &s
are the error terms that are an uncorrelated
random variable with zero mean and a

constant variance. s are also coefficients to
be estimated.

The ARMA (p, q) process combines the
AR (p) and MA (q) elements as well as the
stability and convertibility conditions. When
the ARMA process is stationary, it will have
a fixed mean. For example, the stationarity
of the ARMA (1, 1) process depends on the
autoregressive part of the process, and its
reversibility depends on the moving average
part of the process. If 0< 1, the process will
be stationary, and if ¢< 1, the process will
be reversible.

AR, MA, and ARMA processes are
methods applied to stationary series. A non-
stationary process needs to be made
stationary. Therefore, a non-stationary time
series can be made stationary by taking the
difference to the appropriate degree. In this
case, the original series is called a
homogeneous non-stationary series. The
time series, which are not stationary but
made stationary by taking the difference,
comply with the autoregressive integrated
moving average [ARIMA (p, d, q)]
processes. Here, d stands for integration
(differencing). To apply the Box-Jenkins
method to the forecasting of non-stationary
time series, the series must first be made
stationary. To verify stationarity, a visual
inspection of the data graph, the
autocorrelation’s  structure, and partial
correlation  coefficients are  helpful.
Application of the unit root test is another
method of determining stationarity. If it
turns out that the model is non-stationary,
differencing the series will bring it into
stationarity. The Generalized Least Square
Dickey-Fuller (DF-GLS) (Elliott et al.,
1996) unit root test was employed in the
study to achieve this goal. Furthermore,
Autocorrelation Function (ACF) and Partial
Autocorrelation Function (PACF) graphs
were drawn, and it was tried to visually
determine (via a correlogram) what kind of
development the series included.

The identification process moves on to
find the initial values for the orders of
parameters, p and ¢, after evaluating
whether the series is stationary. One or more
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models that appear to offer statistically
appropriate representations of the relevant
data are tentatively selected during the
identification stage. The model’s parameters
are then precisely estimated using least
squares.

Both individually and collectively, several
models are run for various AR and MA
combinations. Low Akaike (AIC) or
Schwarz (SIC) information criteria, the
absence of autocorrelations for residuals,
and the significance of the parameters are
used to determine which model is the best.
The information criteria put forward by
Akaike (1974) and Schwarz (1978) are two
of the criteria used to choose among time
series models. The values of the SIC and the
AIC must be small. The delayed order, in
which values are small, is acknowledged as
the proper delay order. Therefore, the model
with the smallest information criterion value
is selected.

Furthermore, the Root Mean Squared
Error (RMSE), Mean Squared Error (MSE)
and Mean Absolute Percent Error (MAPE)
calculations are the extensively used error
criteria to check the model’s accuracy. In the
study, the MAPE is used as an error
measurement, and Equation (2) shows the
calculation of the MAPE (Akgul, 2003).

MAPE = =2¥1, )
Where, n is the number of observations, x;

is the t" independent variable, and &; is the
prediction of the tth independent variable.

X=X

Xt

RESULTS AND DISCUSSION

As mentioned earlier, forecasting the
Turkish sugar beet production until 2030
was done by employing trend analysis via
the ARIMA Box-Jenkins approach in this
study. Figure 1 depicts the outcome of a
time-series plot of sugar beet production
from 1925 to 2020, and there was an upward
trend in sugar beet production in this
specified period.

To obtain robust results from the model
analysis, we first performed a unit root test.
Thus, the DF-GLS unit root test was used,
and the results are shown in Table 1. Elliott
et al. (1996) improved the ADF test and
proposed an efficient ~method for
determining if a single time series had a unit
root. In terms of small sample size and
power, the DF-GLS test outperforms the
augmented Dickey-Fuller (ADF) test.
Furthermore, Ng and Perron’s (2001)
Modified Akaike Information Criterion

Sugar beet production (1925-2020)
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Figure 1. Time series plot for sugar beet production from 1925 to 2020 in Turkey. Note: The graph was
performed in EViews 10. (Source: Author’s calculations).
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(MAIC) establishes the optimal lag order,
and the Schwert Criteria determine the
maximum lag length (Schwert, 1989). In the
DF-GLS test, the HO hypothesis is as
follows: There is a unit root in the series.
The data series was tested under the linear
trend and constant cases, and the series was
non-stationary in the constant case although
it was stationary in the linear trend case. The
first-order differencing technique was used
to make it stationary, and the results are
shown in Table 2.

As a result, there is no need to differentiate
the time series further, and we obtain d= 1
for the ARIMA (p, d, q) model. This test
allows us to progress in the ARIMA model
development  process by  defining
appropriate values for p in AR and q in MA
in the model. Therefore, the next step is to
inspect the Autocorrelation Function (ACF)
and Partial Autocorrelation  Function
(PACF) graphs and statistics for the
stationary and non-stationary time series, as
discussed in the material and methods
section (see Figure 2).

The ACF and PACF graphs were
investigated in the detection of the ARIMA
model for the sugar beet production series.
There is no autocorrelation or partial
autocorrelation in the series since it was
determined that the lag values were within
the limits and the coefficients were not
related to each other.

Many different ARIMA models were
investigated, and the ARIMA (2, 1, 3)
model, which gave the best statistical
results, was obtained. The results of the

Table 2. DF-GLS time series unit root test.

model are given in Table 3. According to the
results, all variables were found to be
statistically significant.

Furthermore, the DF-GLS unit root test
was applied by creating the residual variable
of the model to determine the accuracy of
the model, and the hypothesis of “HO=
There is a unit root” was rejected (see Table
4).

When the ACF and PACF graphs of the
residual values of the ARIMA (2, 1, 3)
model were examined, it was seen that there
was no fluctuation, the limits of significance
were not exceeded, and the model had
appropriate levels for forecasting (see Figure
3). Based on these evaluations, it is clear
that ARIMA (2, 1, 3) is the best model for
the sugar beet series.

Table 3 demonstrates the MAPE of the
model in the last row. The lower the value,
the better the model will be because the
value represents the goodness of the model
(Chen et al., 2008). The MAPE is 15.20, and
this finding shows that the MAPE is
compatible with the R-squared, which
represents the goodness of fit of the model.

Using sugar beet production data from
1925 to 2018, the ARIMA model was used
to forecast for the period 2018-2030. Figure
4 depicts the actual and forecast graphs for
sugar beet production for  the
aforementioned period. When the observed
and predicted sugar beet production values
are compared, the data shows that the
predicted values are slightly lower than the

Linear
Lag Constant Critical values Lag trend Critical values
(1%) -2.590 (1%) -3.599
1(0) 3 1.593 (5%) -1.944 0 -3.634 (5%) -3.046

(10%) -1.614
(1%) -2.590
I(1) 2 -8.924 (5%) -1.944
(10%) -1.614

(10%) -2.755
(1%) -3. 603
0 -10.681 (5%) -3.049
(10%) -2.758

“ Note: The test was performed in EViews 10. (Source: Author’s calculations)
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Figure 2. ACF and PACF graphs of non-stationary and first differenced series. Note: The correlogram
was performed in EViews 10. (Source: Author’s calculations).

Table 3. Results for the ARIMA (2, 1, 3) model of the sugar beet production series. *

TYPE Coefficient Std. error P-value
C 159059.3 69546.52 0.0053
AR(1) -0.142416 0.079405 0.0764
AR(2) -0.743550 0.076500 0.0000
MA(1) -0.228103 0.084537 0.0084
MA(2) 0.586040 0.071255 0.0000
MA(3) -0.646350 0.069726 0.0000
R-squared 0.255337

F-statistics 4914741

AIC 31.43664

SIC 31.62727

HQ 31.51361

Durbin-Watson stat. 1.862120

MAPE 15.20008

Note: The model was performed in EViews 10. (Source: Author’s calculations).

Table 4. DF-GLS time series unit root test for residuals.

Lag Constant

Critical values

Lag

Linear
trend

Critical values

1(0) 0 -7.941

(1%) -2.590
(5%) -1.944

(10%) -1.614

0

-8.597

(1%) -3.610
(5%) -3.056
(10%) -2.764

Note: The test was performed in EViews 10. (Source: Author’s calculations).
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Autocorrelation Partial Correlation AC PAC Q-Stat Prob

0.109 0.109 1.1361 0.286
-0.001 -0.013 1.1363 0.567
0.205 0.210 52805 0.152
0.264 0230 12177 0.016
0.173 0.153 15.190 0.010
-0.039 -0.097 15.346 0.018
0.192 0.130 19.146 0.008
0.156 0.018 21.681 0.006
0.012 -0.040 21.696 0.010
10 0.063 0.023 22121 0.014
11 0257 0.206 29.231 0.002
12 0.214 0.133 34228 0.001
13 -0.159 -0.208 37.030 0.000
14 0.018 -0.063 37.065 0.001
15 0.065 -0.150 37.550 0.001
16 0.138 0.098 39.730 0.001
17 0.030 0.097 39.836 0.001
18 -0.128 -0.101 41.761 0.001
19 0.042 -0.083 41.971 0.002
20 0.033 0.001 42.101 0.003
21 -0.038 -0.053 42282 0.004
22 -0.090 -0.125 43.291 0.004
23 -0.048 -0.085 43.587 0.006
24 -0.109 -0.106 45.114 0.006
25 -0.193 -0.067 49.955 0.002
26 -0.050 0.033 50.279 0.003
27 -0.088 -0.089 51.315 0.003
28 -0.073 -0.063 52.045 0.004
29 -0.127 0.057 54.287 0.003
30 -0.172 -0.042 58.437 0.001

WONDONHEWN

\

Figure 3. ACF and PACF graphs of the residual values of the ARIMA (2, 1, 3) model. Note: The
correlogram was performed in EViews 10. (Source: Author’s calculations).
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Figure 4. Actual (1925-2020) and forecasted (2018-2030) data graphs for sugar beet production. Note: The
graph was performed in EViews 10. (Source: Author’s calculations).
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Table 5. Performance of the model ARIMA (2, 1, 3).

Year Observed production Predicted production % Of deviation (£)
2019 18,085,528 16,948,696 -6.29
2020 23,025,738 17,473,245 -24.11

Note: The graph was performed in EViews 10. (Source: Author’s calculations).

actual values. Figure 4 reveals that the
predicted values for sugar beet production
are very close to the observed values. For
example, in 2019, the observed production
was 18.1 million tons, while the predicted
one was 16.9 million tons. Hence, the
deviation percentage in the model is 6.29
(see Table 5).

Furthermore, the sugar beet production
forecast from 2019 to 2030 has gradually
increased and will have reached 20.5 million
tons by 2030. This can be a guide for
policymakers as they prepare to determine
policies based on future sugar beet
production. These forecast values can be
used to formulate food policies, particularly
for sugar production.

CONCLUSIONS

Due to its climate and soil type, Turkey is
a suitable region for sugar beet cultivation,
and it holds an important position among
countries producing sugar from beet.
Forecasting such significant commercial
crops correctly is critical in an economic
system. In this study, the sugar beet
production values in Turkey were estimated
for the next ten years, using an ARIMA
Box-Jenkins model. The data from 1925 to
2020 was used to develop the best model
structure for this purpose. The last two years
(2019-2020) were used to validate the
model. When the observed and predicted
values for sugar beet production were
compared, the data showed that the
predicted values were slightly lower than the
actual values. Furthermore, the findings
indicated that sugar beet production will
have gradually increased and surpassed 20.5
million metric tons by 2030.

This type of application may allow
policymakers to plan ahead of time for the
storage, export, or import of sugar beets.
Also, taking these precautions may prevent
resource waste. As far as we know, no
projection study on sugar beet production in
Turkey has been conducted. As a result, the
study intends to contribute to the literature
by addressing this gap.
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